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[bookmark: _Toc443141594]Extract from Study Design
[bookmark: _Toc443141595]Key knowledge
· time series data and its analysis.

[bookmark: _Toc443141596]Key skills
· identify key qualitative features of a time series plot including trend (using smoothing if necessary), seasonality, irregular fluctuations and outliers, and interpret these in the context of the data
· calculate, interpret and apply seasonal indices
· model linear trends using the least squares line of best fit, interpret the model in the context of the trend being modelled, use the model to make forecasts being aware of the limitations of extending forecasts too far into the future.
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[bookmark: _Toc443141597]

4.2 Time series and Trend lines
A time series plot is a scatterplot where the x variable is time, such as hours, days, weeks and years. The main purpose of a time series is to see how some quantity varies with time. For example, a company may wish to record its daily sales figures over a 10-day period.

[image: ]

[bookmark: _Toc443141598]Type of time series
[bookmark: _Toc441234946]
[bookmark: _Toc443141599]Seasonal fluctuations
Certain data seem to fluctuate during the year, as the seasons change, this is called a seasonal time series. The most obvious example of this would be total rainfall during summer, autumn, winter and spring in a year.

The name seasonal is not specific to the seasons of a year. It could also be related to other constant periods of highs and lows. A key feature of seasonal fluctuations is that the seasons occur at the same time each cycle.

[image: ]




Here are some common seasonal periods.

	
	Seasons
	Cycle
	Example

	Seasons
	Winter, spring, summer, autumn
	Four seasons in a year
	Rainfall

	Months
	Jan, Feb, Mar, …, Nov, Dec
	12 months in a year
	Grocery store monthly sales figures

	Quarters
	1st Quarter (Q1), 
2nd Quarter (Q2),
3rd Quarter (Q3),
4th Quarter (Q4)
	Four quarters in a year
	Quarterly expenditure figures of a company

	Days
	Monday to Friday
	Five days in a week
	Daily sales for a store open from Monday to Friday only

	Days
	Monday, Tuesday, Wednesday, Thursday, Friday, Saturday, Sunday
	Seven days in a week
	Number of hamburgers sold at a takeaway store daily



[bookmark: _Toc441234947][bookmark: _Toc443141600]Cyclic fluctuations
Like seasonal time series, cyclic time series show fluctuations upwards and downwards, but not according to season.

[image: ]

[bookmark: _Toc441234948][bookmark: _Toc443141601]Irregular fluctuations
Fluctuations may seem to occur at random. This can be caused by external events such as floods, wars, new technologies or inventions, or anything else that results from random causes. There is no obvious way to predict the direction of the time series or even when it changes direction.

[image: ]

[bookmark: _Toc443141602]Plotting time series
1. [bookmark: _Toc308892517]The explanatory variable is always time and is always on the x-axis.
2. Plot the points and joint them to form a time series and then identify for trend types.

Note when plotting the time series using a CAS calculator, the time periods must be converted to a numerical value.  This can be done by setting up a table with an extra row for the time conversion, called the time code where the first point for the time is converted to 1 and so on.  Such a table is referred as an association table.

Two examples are shown:

[bookmark: _Toc443141603]Example (I)

	Week 1 Mon
	Week 1 Tues
	Week 1 Wed
	Week 1 Thurs
	Week 1 Fri
	Week 1 Sat
	Week 1 Sun
	Week 2 Mon
	Week 2 Tues

	1
	2
	3
	4
	5
	6
	7
	8
	9




[bookmark: _Toc443141604]Example (II)

	Jan
2009
	Feb
2009
	Mar
2009
	Apr
2009
	May
2009
	June
2009
	July
2009
	Aug
2009
	Sep
2009

	1
	2
	3
	4
	5
	6
	7
	8
	9




[bookmark: _Toc443141605]Fitting trend lines
After we have plotted a time series graph, if there is a noticeable trend (upward, downward or flat) we can add a trend line, in the form of a straight line using least square regression method, to the data.


[bookmark: _Toc443141606]Worked Example 1: 
The following table displays the school fees collected over a 10-week period.  Plot the data and decide on the type of time-series pattern.  If there is a trend, fit a straight line.

	Week beginning
	8 Jan.
	15 Jan.
	22 Jan.
	29 Jan.
	5 Feb.
	12 Feb.
	19 Feb.
	26 Feb.
	5 Mar.
	12 Mar.

	$ × 1000
	1.5
	2.5
	14.0
	4.5
	13.0
	4.5
	8.5
	0.5
	5.0
	1.0



Set up an association table with the time code.

	Week beginning
	8 Jan.
	15 Jan.
	22 Jan.
	29 Jan.
	5 Feb.
	12 Feb.
	19 Feb.
	26 Feb.
	5 Mar.
	12 Mar.

	$ × 1000
	1.5
	2.5
	14.0
	4.5
	13.0
	4.5
	8.5
	0.5
	5.0
	1.0

	Time Code
	
	
	
	
	
	
	
	
	
	



[image: http://content.jacplus.com.au/secure/ebooks/17421/1742160301/images/lightwindow/4-4a-7.jpg]
On a Lists & Spreadsheet page, enter the time code (week) values into column A and school fees values into column B. Label the columns accordingly.









[image: http://content.jacplus.com.au/secure/ebooks/17421/1742160301/images/lightwindow/4-4a-8.jpg]On a Data & Statistics page, draw a scatterplot of the data. To do this, tab e to each axis to select ‘Click to add variable’. Place week on the horizontal axis and schoolfees on the vertical axis. 
To show as a time-series plot with data points joined, press:
· MENU b
· 2: Plot Properties 2
· 1 : Connect Data Points 1




[image: http://content.jacplus.com.au/secure/ebooks/17421/1742160301/images/lightwindow/4-4a-9.jpg]To fit a least-squares regression line, complete the following steps. Press: 
· MENU b
· 4: Analyse 4
· 6: Regression 6
· 2: Show Linear (a+bx) 2







	

	

	

	

	

	


[bookmark: _Toc443141607]4.3 Trend Lines and Forecasting
[bookmark: _Toc443141608]Association tables and forecasting

An association table is often required to convert period labels to a numerical value, so that a straight-line equation can be calculated. It is best to set up an extra row if data are in tabular form, or to change the labels shown on the axis of a time-series plot to numerical values. Here are three examples.

[image: ]


For forecasting, use the association table to devise a time code for any period in the future. This time code will then be used in the straight-line equation.
From the three examples we can calculate that for:

Example 1: 2013 would have a time code of 8
Example 2: 1st quarter 2010 would have a time code of 9
Example 3: Monday week 4 would have a time code of 22.


[bookmark: _Toc443141609]

Worked Example 2:
A new tanning salon has opened in a shopping centre, with customer numbers for the first days shown in the following table.  Fit a straight line to the data set using the least-squares regression method.

	
	Week 1
	Week 2

	Period
	Mon.
	Tue.
	Wed.
	Thu.
	Fri.
	Sat.
	Sun.
	Mon.
	Tue.
	Wed.

	Number of customers
	9
	9
	11
	13
	16
	18
	19
	20
	23
	27



Use the equation of the straight line to predict the number of customers for:
(a) Monday week 4
(b) Thursday week 2

Solution

· Set up an association table with Monday week 1 as the starting point for the time.

	
	Week 1
	Week 2

	Period
	Mon.
	Tue.
	Wed.
	Thu.
	Fri.
	Sat.
	Sun.
	Mon.
	Tue.
	Wed.

	Number of customers
	9
	9
	11
	13
	16
	18
	19
	20
	23
	27

	Time code
	
	
	
	
	
	
	
	
	
	




[image: http://content.jacplus.com.au/secure/ebooks/17421/1742160301/images/lightwindow/4-4b-2.jpg]Open a Lists & Spreadsheet page. Enter the time code values into column A and the number of customers values into column B. Label as shown.











[image: http://content.jacplus.com.au/secure/ebooks/17421/1742160301/images/lightwindow/4-4b-3.jpg]Open a Data & Statistics page. Place timecode on the horizontal axis and customers on the vertical axis. Join the dots and fit a least-squares regression line.

The time-series plot shows ___________

 _________________________________ 

_________________________________





[image: http://content.jacplus.com.au/secure/ebooks/17421/1742160301/images/lightwindow/4-4b-5.jpg]From the list generated, the r value of 0.9871 suggests a very strong linear relationship. Thus it is appropriate to use the least-squares regression line for performing predictions.



Write the least-squares regression _______________________________________
 
Rewrite an equation using the correct variables

_______________________________________________________________________________

Use the linear regression equation to predict question (a) and (b).
(a) Monday week 4 is equivalent to the time code of ______. Therefore we substitute _______into the equation to calculate/predict for the number of customers.
Number of customers = 1.9697 × time code + 5.6667
Number of customers = ______________________________________________________________
(b) Thursday week 2 is equivalent to the time code of______.  Therefore we substitute _______ into the equation to calculate/predict for the number of customers.
Number of customers = 1.9697 × time code + 5.6667
Number of customers = ______________________________________________________________


Alternatively we can use the calculator to substitute these values into the equation and calculate for the number of customers.

	Use the Calculator page and the saved equation in f1.
Complete the entry lines as:

f1(22)

f1(11)

Press ENTER · after each entry.


	[image: http://content.jacplus.com.au/secure/ebooks/17421/1742160301/images/lightwindow/4-4b-8.jpg]





Note: Remember that forecasting is an extrapolation and if going too far into the future, the prediction is not reliable, as the trend may change.



Once an equation has been determined for a time series, it can be used to analyse the situation. For the period given in Worked Example 2, the equation is:

Number of customers = 1.9697 × time code + 5.6667

The y-intercept (5.67) has no real meaning, as it represents the time code of zero, which is the day before the opening of the salon. The gradient or rate of change is of more importance. It indicates that the number of customers is changing; in this instance, growing by approximately 2 customers per day (gradient of 1.97).

[bookmark: _Toc443141610]Worked Example 3:
The forecast equation to calculate share prices, y, in a sugar company was calculated from data of the share values over 5 years. The equation is y = 0.42t + 1.56, where t = 1 represents the year 2001, t = 2 represents the year 2002 and so on.
(a) Rewrite the equation putting it in the context of the question.
	
(b) Interpret the numerical values given in the relationship.
	
	
		
	
	

(c) Predict the share value in 2010.








Before we fit a straight line to a data set using least-squares regression it is useful to draw a scatterplot. This is beneficial since it can:
1. Demonstrate how close the points are to a straight line, or if a curve is a better fit for the data.
2. Demonstrate if there is an outlier in the data set that could affect the least-squares regression.

If there is an outlier in the data and we are using the equation to make a prediction, then this can effect our prediction. If the outlier was removed from the data then this is more likely to give a better prediction since the least-squares regression will fit the data more closely.


[bookmark: _Toc443141611]

Worked Example 4: 
The table below shows the sales for the first 8 years of a new business.

	Year
	1
	2
	3
	4
	5
	6
	7
	8

	Sales ($)
	1326
	1438
	1376
	1398
	1412
	1445
	1477
	1464




(a) Plot the data.
[image: ]  [image: ]

(b) If there is a trend, fit a straight line to the data using a least-squares regression method.
[image: ]


The equation is therefore: ___________________________________________________________











(c) Identify if there is any outlier and re-plot the data after removing any outliers. Explain the reason for removing the outlier.

	
	
	

[image: ]  [image: ]  
(d) Fit a straight line to the set of data without the outlier using a least-squares regression method.
[image: ]

The equation is therefore: ___________________________________________________________

(e) Comment on the gradient and y-intercept for the two set of data, with and without the outlier.
	
	
	
	
	
	

[bookmark: _Toc443141612][bookmark: _GoBack]4.4 smoothing time series
When the data fluctuates a lot, it is often hard to see the underlying trend. In order to reveal the trend, we may need to try and remove some of these fluctuations before attempting to fit the trend line. This process is referred to as smoothing.

There are two basic techniques for smoothing random or cyclical variation: median smoothing and moving-mean smoothing.

[image: ]
We have seen earlier that the median is not affected by outliers, while the mean is.

[image: ]

[bookmark: _Toc443141613]Moving-mean smoothing
This technique involves averaging a number of data points and replacing the original data with these averaged points.
[image: ]
Prediction using moving averages
There are limited possibilities for using the resultant smoothed data for prediction. 
Two things that can be done are:

1. Predict the next value - use the last smoothed value to predict the next time point. This is not necessarily an accurate prediction but it is the best we can do without a linear trend equation.

2. Fit a single straight line to the smoothed data - using the least-squares technique, one could find a single equation for the smoothed data points. This is often the preferred technique.
[bookmark: _Toc443141614]Moving-mean smoothing with an odd number of points.
Example: Create a 3-point moving mean and a 5-point moving mean smoothing for the set of data below.

	Month
	No. of Births
	3-point moving
mean smoothing
	5-point moving
mean smoothing

	Jan
	10
	
	

	Feb
	12
	
	

	Mar
	6
	
	

	April
	5
	
	

	May
	22
	
	

	June
	18
	
	

	July
	13
	
	

	Aug
	7
	
	

	Sep
	9
	
	

	Oct
	10
	
	

	Nov
	8
	
	

	Dec
	15
	
	



We could choose any number of points for our smoothed graph.  To make it simple use odd numbers.

[image: ]
[bookmark: _Toc443141615]Worked Example 5:
The temperature of a sick patient is measured every 2 hours and the results are recorded.
1. Create a 3-point moving mean smoothing of the data.
2. Plot both original and smoothed data.
3. Predict the temperature for 18 hours using the last smoothed value.

	Time (hours)
	2
	4
	6
	8
	10
	12
	14
	16

	Temp. (°C)
	36.5
	37.2
	36.9
	37.1
	37.3
	37.2
	37.5
	37.8



(a)
	Time (hours)
	Temp. (°C)
	Smoothed temp. (°C)

	2
	36.5
	


	4
	37.2
	


	6
	36.9
	


	8
	37.1
	


	10
	37.3
	


	12
	37.2
	


	14
	37.5
	


	16
	37.8
	




(b)   Plot the original and the smoothed data

[image: ]
			
(c)    Predict the temperature for 18 hours using the last smoothed value
	
	

Alternatively, we can use the CAS calculator to create a 3-point moving mean to smooth the data and plot the smooth data.
[image: ]
On a Lists & Spreadsheet page, enter time values into column A and temperature values into column B. Label each accordingly.

Label column C as threepointsmooth. To enter the rule for the   3-point moving mean, that is:  
Start in cell C2 and complete the entry line as 

   or   
[image: ]


Press enter then arrow up to select the cell







[image: ]
To fill down the other cells press:
Menu b
3:Data 3
3:Fill down 3
Enter ·	




[image: ]
Then arrow down ¤ to where you want to fill 
and press enter ·







[image: ]

Add a Data & Statistics page. Click on the graph to add time to the x-axis temperature on the y- axis.








[image: ]To get both temperature and threepointsmooth on the y-axis, follow these steps.

To add a second y-variable, press: 
· MENU b
· 2: Plot Properties 2
· 6: Add Y Variable 6
· Select threepointsmooth
· [image: ]Enter ·










[image: ]
To display both time series, manually adjust the window settings. Press: 
· MENU b
· 5: Window/Zoom 5
· 1: Window Settings 1
Complete the table as shown.

[image: ]
To join the points, press: 
· MENU b
· 2: Plot Properties 2
· 1 : Connect Data Points 1


How many points should be in the moving average?
The number of points taken is sometimes dictated by the nature of the data.
(a) 12 point centred for monthly figures.
(b) 7 point for daily figures.
(c) 5 point for daily figures from Monday to Friday.
(d) 4 point centred for quarterly figures.
The more points taken, the more smoothing of the original data occurs.

[bookmark: _Toc443141616]4.5 Smoothing with an even number of points
Smoothing an even number of points involves 2-step process:
1. First perform a 4-point moving average.
2. Then centred by averaging pairs of the 4-point moving averages.



[image: ]






[bookmark: _Toc443141617]

Worked Example 6:
The quarterly sales figures for a dress shop (in thousands of dollars) were recorded over a 2-year period. Perform a centred 4-point moving mean smoothing and plot the result. Comment on any trends that have been revealed.

	Time
	Summer
	Autumn
	Winter
	Spring
	Summer
	Autumn
	Winter
	Spring

	Sales (× $1000)
	27
	22
	19
	25
	31
	25
	22
	29



	Time
	Sales
(× $1000)
	4-point moving mean
	4-point centered moving mean 

	1
	27
	
	

	
	
	
	

	2
	22
	
	

	
	
	
	

	3
	19
	
	

	
	
	
	

	4
	25
	
	

	
	
	
	

	5
	31
	
	

	
	
	
	

	6
	25
	
	

	
	
	
	

	7
	22
	
	

	
	
	
	

	8
	29
	
	



Plot the graph
[image: ]Sales (× $1000)
Time


Comment on the trend observe from the graph

	
	
	
	
	
	









[bookmark: _Toc443141618]4.6 Median smoothing from a graph
Median smoothing is a faster technique that required no calculations and can be addressed graphically. Basically we look at each group of points, 3 or 5 points, and choose the middle value, provided that these values must be in order from lowest to largest.

[bookmark: _Toc443141619]Worked Example 7:
Perform a 3-point median smoothing on the graph of a time series below.

[image: ]

	1st group of 3 points is:
	
	Median = 
	

	2nd group of 3 points is:
	
	Median = 
	

	3rd group of 3 points is:
	
	Median = 
	

	4th group of 3 points is:
	
	Median =
	

	5th group of 3 points is:
	
	Median =
	

	6th group of 3 points is:
	
	Median =
	

	7th group of 3 points is:
	
	Median =
	

	8th group of 3 points is:
	
	Median =
	




[bookmark: _Toc443141620]4.7 Seasonal Adjustment
Seasonal time series have a fixed and regular period of time between one peak and the next peak in the data values. Conversely, there is a fixed and regular period of time between one trough and the next trough. When data has a seasonal component, it is necessary to seasonally adjust or deseasonalise the data, hopefully removing the seasonal variation and exposing any other trends.
To deseasonalise a time series we must carry out 4 procedures.
a) Calculate seasonal indices
      (i)  calculate yearly averages
      (ii) divide data by its yearly average to create a new table
      (iii)calculate seasonal average of new table 
b) Deseasonalise the data using the seasonal indices
c)   Plot original and deseasonalised data.
d)  Comment on results, support statement with mathematical evidence.

[bookmark: _Toc443141621]Worked Example 8:
Unemployment figures have been collected over a 5-year period and presented in this table.  It is difficult to see any trends, other than seasonal ones.
a. Compute the seasonal indices.
b. Deseasonalise the data using the seasonal indices.
c. Plot the original and deseasonalised data.
d. Comment on your results, supporting your statements with mathematical evidence.

a. Compute the seasonal indices.
      (i)  Calculate yearly averages
	Seasons 
	2005
	2006
	2007
	2008
	2009

	Summer 
	6.2
	6.5
	6.4
	6.7
	6.9

	Autumn
	8.1
	7.9
	8.3
	8.5
	8.1

	Winter
	8.0
	8.2
	7.9
	8.2
	8.3

	Spring
	7.2
	7.7
	7.5
	7.7
	7.6

	Yearly averages 
	

= 7.3750
	

=
	

= 7.5250
	

=
	

= 7.7250




      (ii) divide original data by its yearly average to create a new table
	Seasons 
	2005
	2006
	2007
	2008
	2009

	Summer 
	
	
	
	
	

	Autumn
	
	
	
	
	

	Winter
	
	
	
	
	

	Spring
	
	
	
	
	


 (iii) Calculate seasonal average of new table
These are called seasonal indices.

	Seasons
	Seasonal Index

	Summer
	
	0.8608

	Autumn
	
	

	Winter
	
	

	Spring
	
	0.9927

	
	Sum of Seasonal Index =
	




The seasonal index measures by what factor a particular season is above or below the average of all seasons for the cycle.
For example:
· Seasonal index = 1.3 means that season is 1.3 times the average season (that is, the figures for this season are 30% above the seasonal average). It is a peak or high season.
· Seasonal index = 0.7 means that season is 0.7 times the average season (that is, the figures for this season are 30% below the seasonal average). It is a trough or low season.
· Seasonal index = 1.0 means that season is the same as the average season. It is neither a peak nor a trough. 


b. Deseasonalise the data using the seasonal indices.
Divide original data by its seasonal index.

	Seasons
	2005
	2006
	2007
	2008
	2009

	
Summer

	
	
	
	
	

	
Autumn

	
	
	
	
	

	
Winter

	
	
	
	
	

	Spring
	
	


	
	
	






c. Plot the original and deseasonalised data.

[image: ]

d. Comment on results, support statement with mathematical evidence.

	

	

	

	


[bookmark: _Toc443141622]Forecasting with Seasonal Time Series

Once the seasonal variation has been smoothed out using deseasonalising procedure above, any trends would be clearly shown. The least-squares regression methods is then applied to the deseasonalised data which is then used for making predictions.

The prediction obtained using the deseasonalised data means the prediction has also been deseasonalised or smoothed out to the average season, so we have to remove the smoothing; that is, re-seasonalise the predicted value.

The formula for re-seasonalising is:


Seasonalised figure or value = Deseasonalised figure or value × Seasonal index



[bookmark: _Toc443141623]Worked Example 9:
Use the data provided to find the straight line for the deseasonalised data using the least-squares regression method. Predict the unemployment figure for summer in 2010.

	Seasons
	2005
	2006
	2007
	2008
	2009

	Summer
	7.2026
	7.5519
	7.4349
	7.7835
	8.0158

	Autumn
	7.5195
	7.3338
	7.7052
	7.8908
	7.5195

	Winter
	7.4822
	7.6693
	7.3887
	7.6693
	7.7628

	Spring
	7.2529
	7.7566
	7.5552
	7.7566
	7.6559



Set up an association table for the time periods then enter the data into the CAS calculator and perform a least - squares regression analysis.

	Time
	2005 Summer
	2005 Autumn
	…
	2009 Winter
	2009 Spring

	Unemployment
	7.2026
	7.5195
	…
	7.7628
	7.6559

	Time code
	1
	2
	…
	19
	20



	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
[bookmark: _Toc443141624]Worked Example 10:
Quarterly sales figures for a pool chemical supplier between 2004 and 2009 were used to determine the following seasonal indices. Using the seasonal indices provided in the table, calculate the following:

	Season
	1st Quarter
	2nd Quarter
	3rd Quarter
	4th Quarter

	Seasonal index
	1.8
	1.2
	0.2
	0.8



(a) Find the deseasonalised figure if the actual sales figure for the second quarter in 2008 was $4680.











(b) Find the deseasonalised figure if the actual sales figure for the third quarter in 2008 was $800.











(c) Find the predicted value if the deseasonalised predicted value for the first quarter in 2010 is expected to be $4000.

















Seasonal Indices
The sum of the seasonal indices is equal to the number of seasons. 
That is:
· If the data is a 7 day week period, then the sum of the seasonal indices should add up to 7.
· If the data is a monthly period in one calendar year, then the sum of the seasonal indices should add up to 12.
· If the data is a quarterly period, then the sum of the seasonal indices should add up to 4.


[bookmark: _Toc443141625]Worked Example 11:
A fast food store that is open seven days a week has the following seasonal indices.

	Season
	Monday
	Tuesday
	Wednesday
	Thursday
	Friday
	Saturday
	Sunday

	Index
	0.5
	0.2
	0.5
	0.6
	
	2.2
	1.1



The index for Friday has not been recorded. Calculate the missing index.

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

[bookmark: _Toc443141626]Seasonal Time Series Adjustment Summary

  Seasonal/Unsmoothed Data
	Seasons
	Year 1
	Year 2
	Year 3
	Year 4
	Year 11

	Summer
1st Quarter
	
	
	
	
	Forecasting Seasonal Value

	Autumn
2nd Quarter
	
	
	
	
	

	Winter
3rd Quarter
	
	
	
	
	

	 Spring
4th Quarter
	
	
	
	
	  

	Yearly Averages
	Year 1 Average
	Year 2 Average
	Year 3 Average
	Year 4 Average
	






	Seasons
	Year 1
	Year 2
	Year 3
	Year 4
	Seasonal Index

	Summer
1st Quarter
	
	
	
	
	Summer Average

	Autumn
2nd Quarter
	
	
	
	
	Autumn Average

	Winter
3rd Quarter
	
	
	
	
	Winter Average

	Spring
4th Quarter
	
	
	
	
	Spring Average


Deseasonalised Value × Seasonal Index of Summer (Summer Average)







Deseasonalised/Smoothed Time Series
	Seasons
	Year 1
	Year 2
	Year 3
	Year 4
	Year 11

	Summer
1st Quarter
	
	
	
	
	Forecasting Deseasonalised Value

	Autumn
2nd Quarter
	
	
	[image: ]
	
	

	Winter
3rd Quarter
	
	
	
	
	

	Spring
4th Quarter
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